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Abstract

ChatGPT has demonstrated the ability to generate plausible human-like text and
research is underway to evaluate and benchmark its current performance in various do-
mains. The research we present here provides a preliminary benchmark on ChatGPT’s
ability to emulate the style and information presented in financial statement note disclo-
sures. Using text from Canada’s major banks (n = 5) over the period of 2019–2021, we
query ChatGPT to generate two required note disclosures and compare its text against
the note disclosures written by the banks in their corporate annual reports. We find that
the similarity between ChatGPT’s text and the human-authored text is very low, but
also find that ChatGPT’s text is significantly more readable for one of the two disclosures
(p < 0.05).
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1. Introduction

The release of ChatGPT has raised both interest and concern over its human-like text
generation. Given its utility and range of generation abilities, this type of tool would be
very useful in the creation of long regulatory documents such as the annual report for public
companies, which is, on average, 186 pages [1]. While ChatGPT is widely trained and has
shown its abilities to emulate styles and provide realistic answers to requests (with some
error), this tool is still in its infancy. As such, we anticipate that the efficacy of this tool
will evolve over time. This progression is of interest to both the scientific and professional
communities. The purpose of this research is to examine and benchmark ChatGPT’s current
ability to generate the notes to the financial statements for public companies. This is
important for several reasons. Textual financial statement data is scarce and the utility
of ChatGPT to augment financial data should be evaluated. Also, ChatGPT’s ability to
emulate could be used to produce fraudulent or incorrect financial statement data, which
may be difficult to detect in time-sensitive situations. Therefore, the type of research and
evaluation that we have presented in this paper can help address these concerns.

To conduct this research, we chose two note disclosures from the Annual Report for
ChatGPT to generate for Canada’s five major banks over the period of 2019–2021. We find
that when ChatGPT’s text is compared to that of human authors, the similarity is very
low, with the highest at 0.42 for disclosure 1, and 0.32 for disclosure 2. We also find that
not all texts are easily identifiable as either human-authored or Artificial Intelligence (AI)-
authored. This was unexpected, but also revealed that there is more “boilerplate” text in
the disclosure notes than expected. Finally, results also show that readability is significantly
improved at a statistical significance level of p < 0.05 for disclosure 1 when using ChatGPT.
This also opens up an interesting avenue of research on how AI tools like ChatGPT can be
used to help improve readability in order to make complicated and difficult financial text
more accessible to a wider population.
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The rest of our paper is organized as follows: Section 2 provides a brief background on
financial note disclosures; Section 3 addresses related work; Section 4 outlines the methodol-
ogy; Section 5 provides the results and discussion; and Section 6 gives the conclusion, future
work, and limitations.

2. Background

In Canada, public companies are required to use the International Financial Reporting
Standards (IFRS) when preparing interim and annual financial statements [2]. A critical
part to the financial statements are the note disclosures, often referred to simply as “notes”.
These disclosures provide critical additional information about items recognized in the fi-
nancial statements [3, 4], as well as those that are not [5]. Disclosures may be required
by the Generally Accepted Accounting Principles (GAAP) or other regulations, while other
disclosures may be provided by management to facilitate user understanding [5]; there is no
“one size fits all” approach to disclosures.

Per International Accounting Standard (IAS) 1, “[t]he notes must present information
about the basis of preparation of the financial statements and the specific accounting policies
used, disclose any information required by IFRS that is not presented elsewhere in the
financial statements and, provide additional information that is not presented elsewhere in
the financial statements but is relevant to an understanding of any of them” [6].

Two note disclosures were selected for this research: “basis for preparation” and “subor-
dinated debt”. Both are required note disclosures under IFRS, specifically IAS 1 and IFRS
7 [6, 7]. They are referred to as “disclosure 1” and “disclosure 2” in the paper.

3. Related Work

ChatGPT is a fine-tuned iteration of the large language model GPT-3.5, trained using
both supervised and reinforcement learning [8]. It was released as a chatbot by OpenAI
on Nov 30, 2022. As it has only been several months since ChatGPT’s release, evaluation
methods are currently being explored and are relatively new. For that reason, we have
looked to existing (and older) literature for evaluation of human-authored texts as well as
emerging literature focused on ChatGPT.

Cosine and Jaccard similarity measures are well-known and often used to evaluate text
similarity. For text clustering, Huang found that Jaccard produced more pure clustering
than Cosine [9]. Qurashi et al. found that Cosine similarity provided better semantic
analysis than Jaccard, pointing out that while Jaccard is a popular tool, it is a lexical tool
that does not perform well for semantic analysis [10]. Singh et al. used Burrows’ Delta,
Kilgariff’s Chi-Square, and Mendenhall’s method, and found that, when presented with
unlabelled texts, the best results for identifying the most likely author were returned using
Burrows’ Delta [11]. Smeuninx et al.’s work evaluated CEO letters from the yearly annual
report and compared them against sustainability reports. Using the Flesch Reading Ease
Score, they found that the CEO letters were easier to read at a statistical significance level
of p < 0.001 [12].

Emerging research has also been done on evaluating ChatGPT in various domains. Ven-
tayen compared ChatGPT generated responses with that of pre-existing human-authored
research papers, using the paper’s title for the query [13]. The generated texts were then
passed through Turnitin, a widely used plagiarism software, and found to pass Pangasinan
State University (where the research was conducted) similarity thresholds [13]. Frieder et al.
evaluated ChatGPT’s math capabilities by querying ChatGPT with 728 different prompts.
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Questions ranged from elementary math problems to those tackled by olympiads [14]. Chat-
GPT’s answers were then evaluated by human experts. Results show that, even with Chat-
GPT’s extensive training, its capabilities are far below those of the average grad student.
Frieder et al. also point out that while there is evidence that ChatGPT understands the
question, it often fails to return the correct answer, sparking the ironic realization that a
student would do better cheating off of a peer than using ChatGPT [14].

4. Methodology

The Annual Reports were gathered from the System for Electronic Document Analysis
and Retrieval (SEDAR)1 for three years over the period of 2019 – 2021 for Canada’s five
major banks: Royal Bank of Canada (RBC), Canadian Imperial Bank of Commerce (CIBC),
Bank of Nova Scotia (BNS), TD Bank (TD), and Bank of Montreal (BMO). Using the listing
of the notes to the financial statements, we selected two financial statement note disclosures
that the five banks had in common. We took this approach as many disclosures are specific
to the company’s financial statements and may be different to those of another company.
The note disclosures that were selected are: (1) Basis of Preparation and (2) Subordinated
Debt. For reproducibility purposes, Table 1 provides where each of these note disclosures
can be found in each report. We also note that while disclosures may have a slightly different
name between companies (e.g. General Information (RBC [16]) versus Basis for Preparation
(CIBC [17])), the intent and information provided in the disclosures are substantially the
same. This naming difference is also clearly outlined in Table 1.

Disclosure Name Bank Year (Page)
1: General Information RBC 2019 (125), 2020 (132), 2021 (138)
1: Basis for Preparation CIBC 2019 (108), 2020 (114), 2021 (122)
1: Statement of Compliance BNS 2019 (148), 2020 (160), 2021 (158)
1: Nature of Operations TD 2019 (132), 2020 (137), 2021 (139)
1: Basis of Presentation BMO 2019 (142), 2020 (150), 2021 (151)
2: Subordinated Debentures RBC 2019 (190), 2020 (200), 2021 (205)
2: Subordinated Indebtedness CIBC 2019 (159), 2020 (162), 2021 (168)
2: Subordinated Debentures BNS 2019 (204), 2020 (213), 2021 (212)
2: Subordinated Notes & Debentures TD 2019 (188), 2020 (192), 2021 (188)
2: Subordinated Debt BMO 2019 (176), 2020 (183), 2021 (616)

Table 1. Disclosure References by Bank and Year

The following questions were given to ChatGPT for generation:

For disclosure 1: “Write the <name of the disclosure> note disclosure for <insert
bank name here> for the <insert year> Annual Report.” As discussed above, there is
some variability in the name of this disclosure. For example, the Royal Bank uses “General
Information” while CIBC uses “Basis of Preparation”. To account for this variability in
naming convention, the proper names (and casings) found in the bank’s annual report were
used. We did this to ensure that we queried ChatGPT using the most accurate information
for the question in relation to each bank.

As an example, the question for RBC for 2019 was: “Write the General Information note
disclosure for the Royal Bank of Canada for the 2019 Annual Report”, whereas the question
for CIBC for 2019 was “Write the Basis of Preparation note disclosure for the Canadian
Imperial Bank of Commerce for the 2019 Annual Report.”

For disclosure 2: “Write the note disclosure for <name of the note disclosure> for
<insert bank name here> <insert year here> Annual Report, including a table of the

1SEDAR is the official regulatory filing repository for the Canadian Securities Administrators [15]
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debentures and any relevant footnotes.” We formulated the question this way as the note
disclosures in the annual report contain a table and footnotes. We tried asking the question
without mentioning the table and the footnotes, and ChatGPT would not include these
elements in its generation without specific direction to do so.

Like disclosure 1, there is some variability in the naming convention such as “Subordi-
nated Notes and Debentures” or “Subordinated Debt”, for example. And so we followed our
approach from disclosure 1 and used the name of the disclosure (and its casing) as it was
presented in the annual report.

As an example, the question for TD Bank for 2019 was “Write the note disclosure for
Subordinated Notes and Debentures for TD Bank’s 2019 Annual Report, including a table
of the debentures and any relevant footnotes.”, whereas the question for BMO for 2019 was
“Write the note disclosure for Subordinated debt for the Bank of Montreal’s 2019 Annual
Report, including a table of the debentures and any relevant footnotes.”2

While querying ChatGPT for the tables may seem extraneous given that they were ulti-
mately removed (discussed below), we needed the tables to be generated in order to capture
the footnotes. Also, we wanted to ensure that we used the exact same protocol for the
human-authored text and the AI-generated text by ChatGPT in order to address any con-
cerns of bias in the question posed to ChatGPT as well as any concern that we were not
comparing truly “like” text.

The text of the note disclosures were then extracted from each report to be used for
evaluation purposes. Tables for disclosure 2 were removed from both the bank’s annual
report text, as well as ChatGPT’s text. Any footnotes, however, were retained, as any text
outside of the tables should be included. In the interests of full disclosure and responsible
use of AI, it should be noted that ChatGPT was used to generate the note disclosures for
comparative purposes only and that text was considered and used as a “data source” in the
context of this research. ChatGPT did not aid in the formulation of the research problem,
the research itself, or the writing of the paper.

To assess the original and generated texts, two measures of similarity were used (Cosine
and Jaccard); a stylometry analysis was conducted using Burrows’ Delta, and readability
was evaluated using the Flesch Reading Ease Score.

4.1. Cosine Similarity

We used Cosine similarity as it is the standard similarity measure for Information Re-
trieval. It is based on the word array vector representations of the texts and the cosine value
of these two vectors [9, 18]. An important aspect of Cosine similarity that is particularly
useful in our case is that text length is not a limiting factor and is therefore an appropriate
measure for similarity of texts of different lengths [9]. The Cosine similarity formula between
vectors x and y is given in Eq. 4.1.

Cosine(x, y) =
x · y

|x| · |y|
(4.1)

4.2. Jaccard Similarity

Jaccard similarity is another well-known measure that evaluates the similarity of two sets,
U and V . Like Cosine similarity between vectors with positive components (i.e., in the first
quadrant), the range of Jaccard similarity is between 0 and 1, where 0 indicates that there
is no overlap, and 1 indicates there is complete overlap. Therefore, if the result is closer to

2If the paper is accepted, we will provide a URL to a github repository that contains the dataset that
includes the original annual reports from the banks, the extracted disclosure text, as well as the ChatGPT
generated text.
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0, is it said to be dissimilar, whereas results closer to 1 indicate a high similarity between
the sets [18, 19]. The formula for the Jaccard similarity is

Jaccard(U, V ) =
|U ∩ V |
|U ∪ V |

(4.2)

4.3. Burrows’ Delta

Following the work of Laramée, we also used a stylometry tool to evaluate if we could de-
tect if the text was human-authored or AI-generated (ChatGPT), using Burrows’ Delta [20,
21]. Using a masked text author, features are equally weighted to identify the likely au-
thor [20]. Disclosures were grouped into disclosure 1 and disclosure 2 (as per Table 1), and
any indication of the text author was removed from the documents, including the docu-
ment names, which are named as “disc1_text1”, “disc1_text2”, . . . (for disclosure 1) and
“disc2_text1”, “disc2_text2”, . . . (for disclosure 2). For each disclosure, there were a total
of 30 texts — 15 that were human-authored and 15 that were AI-generated using ChatGPT.
8 texts from each were randomly selected as the training set and labelled as either “human”
or “GPT”. The remaining 14 documents were then labelled as “disputed” and made available
for testing. Burrows’ Delta was used to identify the likely author of the disputed documents.
We randomly selected 4 test documents from the disputed label (documents 22, 11, 1, and
30) for each disclosure and calculated the Delta for each.

∆c =
∑
i

∣∣Zc(i) − Zt(i)

∣∣
n

(4.3)

where c is the disputed document, i is the test document, Zc(i) is the Z-score of word
frequencies i in the disputed document, Zt(i) is the Z-score of the word frequencies of the
test document, and n is the number of unique words [20].

4.4. Flesch Reading Ease Score

To calculate the readability of the documents, the spaCy Readability package was used [22].
This package provides the readability scores for Flesch-Kincaid Grade Level, Flesch(-Kincaid)
Reading Ease, and Dale-Chall. The Grade Level test focuses on the grade level needed in
order to read the text. The purpose of our analysis is to examine how difficult the financial
disclosures are for adults. Therefore, grade level is not within the scope of our research.
Dale-Chall incorporates the percentage of difficult words in a sentence, along with the av-
erage length of the sentence [23]. As financial disclosures are not general text, we believe
that this measure would be biased, given the complexity of the subject matter.

Therefore, we elected to use Flesch Reading Ease Score, which measures the ease of
reading a text passage. The scoring ranges from 0 to 100 [24]. Texts are determined to
be harder to read as the score drops. Our focus was on texts which scored below 60, as
that indicates that the text is no longer easy to read [24]. Texts that are below 50 are
assessed as “university level”, and those below 30 are considered only readable by university
graduates [24]. Given that some very well-known and successful entrepreneurs have no
university degree (e.g. Bill Gates, Mark Zuckerberg, Steve Jobs, and Richard Branson [25]),
we will expand this interpretation to indicate that scores below 50 are business entry-level,
and scores below 30 are business professional-level, where professionals have several years
of experience.

The equation for the Flesch Reading Ease (FRE) score is as follows:

FRE = 206.835− 1.1015 · total words
total sentences

− 84.6 · total syllables
total words

(4.4)
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5. Results and Discussion

5.1. Cosine Similarity and Jaccard Similarity

The results of the Cosine Similarity and Jaccard Similarity are found in Table 2 and
Table 3, respectively. As expected, the similarity between the human-authored text and the
AI-generated text by ChatGPT are very low using both measures.

Bank, Year Human
Vs. GPT

Human
YoY

ChatGPT
YoY

Bank, Year Human
Vs. GPT

Human
YoY

ChatGPT
YoY

Disclosure 1 Disclosure 2
RBC, 2019 0.23 N/A N/A RBC, 2019 0.30 N/A N/A
RBC, 2020 0.23 0.97 0.88 RBC, 2020 0.31 0.95 0.97
RBC, 2021 0.19 0.96 0.91 RBC, 2021 0.31 0.92 0.97
CIBC, 2019 0.31 N/A N/A CIBC, 2019 0.29 N/A N/A
CIBC, 2020 0.28 0.87 0.93 CIBC, 2020 0.28 0.94 0.99
CIBC, 2021 0.27 0.94 0.96 CIBC, 2021 0.29 0.94 0.99
BNS, 2019 0.42 N/A N/A BNS, 2019 0.29 N/A N/A
BNS, 2020 0.42 0.95 0.99 BNS, 2020 0.32 0.79 0.99
BNS, 2021 0.42 0.95 0.99 BNS, 2021 0.30 0.99 0.97
TD, 2019 0.40 N/A N/A TD, 2019 0.30 N/A N/A
TD, 2020 0.35 0.95 0.99 TD, 2020 0.32 0.79 0.99
TD, 2021 0.35 0.99 0.99 TD 2021 0.26 0.95 0.99
BMO, 2019 0.39 N/A N/A BMO, 2019 0.25 N/A N/A
BMO, 2020 0.40 0.98 0.99 BMO, 2020 0.25 0.94 0.99
BMO, 2021 0.40 0.99 0.99 BMO, 2021 0.26 0.95 0.99

Mean 0.34 0.96 0.96 Mean 0.29 0.90 0.98
Median 0.35 0.96 0.99 Median 0.29 0.94 0.99
Std Dev 0.08 0.03 0.04 Std Dev 0.02 0.10 0.01

Table 2. Results for Cosine Similarity

The results indicate that the similarity never reaches 0.50 for either disclosure under both
measures. The highest similarity is 0.42 and 0.32 for disclosures 1 and 2, respectively, using
Cosine similarity. The results for Jaccard are even lower, with the highest similarity at 0.20
for disclosure 1 and 0.15 for disclosure 2.

This strongly supports that ChatGPT is not yet able to capture the bank’s voice when
writing these disclosures, even for a straightforward disclosure such as The Basis of Prepa-
ration. We do note, though, that similarity scores for disclosure 1 are higher than those for
disclosure 2, indicating that ChatGPT’s performance is better for disclosure 1 than 2.

Another interesting finding from these results is that, like ChatGPT, the human-authored
text also takes a very “boilerplate approach” for both disclosures as indicated by the high
degree of similarity year-over-year (YoY). This raises an important question — how many
times does a text have to be used before it is considered boilerplate? Current thinking
suggests that text need only be used a few times before it is considered “boilerplate”. Given
that annual reports are very long, the analysis that is done in our work here opens up a
new avenue of research in examining important questions like “Are investors more or less
likely to miss key information if disclosures take a boilerplate approach?” or, “Is there a
better way to communicate the changes from year-to-year of a (mostly) boilerplate report
to investors?”

Also, interest has been growing in this area in the past five years, with research looking at
boilerplate detection itself, but also targeted removal of boilerplate from either documents
or web corpora [26–28]. Given what we have shown in our results, removal of boilerplate
could have unintended consequences, resulting in the removal of large swaths of text from
regulatory documents or corpora.
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Bank, Year Human
Vs. GPT

Human
YoY

ChatGPT
YoY

Bank, Year Human
Vs. GPT

Human
YoY

ChatGPT
YoY

Disclosure 1 Disclosure 2
RBC, 2019 0.16 N/A N/A RBC, 2019 0.14 N/A N/A
RBC, 2020 0.15 0.95 0.74 RBC, 2020 0.13 0.89 0.95
RBC, 2021 0.15 0.92 0.81 RBC, 2021 0.14 0.84 0.94
CIBC, 2019 0.15 N/A N/A CIBC, 2019 0.13 N/A N/A
CIBC, 2020 0.14 0.67 0.84 CIBC, 2020 0.13 0.84 0.97
CIBC, 2021 0.13 0.76 0.91 CIBC, 2021 0.12 0.85 0.97
BNS, 2019 0.20 N/A N/A BNS, 2019 0.13 N/A N/A
BNS, 2020 0.20 0.86 0.98 BNS, 2020 0.13 0.90 0.94
BNS, 2021 0.20 0.88 0.98 BNS, 2021 0.14 0.96 0.95
TD, 2019 0.19 N/A N/A TD, 2019 0.14 N/A N/A
TD, 2020 0.17 0.86 0.97 TD, 2020 0.13 0.59 0.96
TD, 2021 0.17 0.92 0.99 TD 2021 0.15 0.39 0.96
BMO, 2019 0.17 N/A N/A BMO, 2019 0.11 N/A N/A
BMO, 2020 0.18 0.86 0.98 BMO, 2020 0.11 0.87 0.96
BMO, 2021 0.18 0.97 0.98 BMO, 2021 0.11 0.87 0.96

Mean 0.17 0.86 0.92 Mean 0.13 0.80 0.95
Median 0.17 0.87 0.98 Median 0.13 0.86 0.96
Std Dev 0.02 0.09 0.09 Std Dev 0.01 0.17 0.01

Table 3. Results for Jaccard Similarity

5.2. Burrows’ Delta

The results of Burrows’ Delta are found in Table 4. The lowest score between human,
GPT, and the disputed category indicates the likely author; these have been bolded in Table
4. If the lowest score points to the disputed category, it means that the Delta is having
trouble distinguishing between human and GPT.

Disclosure Test Document Human GPT Disputed
Disclosure 1 22 3.65 2.90 3.11
Disclosure 1 11 2.42 2.97 2.36
Disclosure 1 1 2.33 3.55 3.04
Disclosure 1 30 3.88 2.82 3.14

Disclosure 2 22 1.59 0.19 1.43
Disclosure 2 11 1.79 2.11 1.33
Disclosure 2 1 1.24 2.36 1.54
Disclosure 2 30 2.32 1.35 2.10

Table 4. The Results of Burrows’ Delta

Documents were blinded when given to the Burrows’ Delta calculation. For reference,
documents 1–15 are human-authored and documents 16–30 are AI-generated (ChatGPT).
Therefore, when we reviewed the four test cases (8 documents total for each disclosure)
Burrows’ Delta was able to correctly identify 6 documents — for documents 22, 1, and 30
for both disclosure 1 and disclosure 2.

The results did identify an interesting test case, however, for test document 11. This
document is more similar to the stylometry found in the disputed documents, which is a mix
of both human and AI authored texts. We found this very interesting and using our master
key list of all documents and authors, we determined that the text for document 11 for both
disclosure 1 and disclosure 2 were authored by TD Bank. So, we extended our testing to
evaluate all of TD’s texts. Using the same blinded protocol, we calculated Burrows’ Delta
for documents 11 (included in the original test set), as well as documents 10 and 12 for
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Doc - Human Disclosure 1 Disclosure 2 Doc - GPT Disclosure 1 Disclosure 2
text1 23.53 47.81 text16 32.70 41.14
text2 26.52 51.81 text17 33.63 41.60
text3 22.87 52.17 text18 33.63 40.05
text4 19.01 43.98 text19 19.84 41.21
text5 22.25 43.70 text20 20.60 41.21
text6 25.95 46.37 text21 21.54 41.21
text7 39.65 34.56 text22 21.78 40.93
text8 39.95 32.31 text23 21.78 43.01
text9 39.95 31.89 text24 21.78 43.01
text10 15.50 29.33 text25 25.53 48.43
text11 14.00 42.28 text26 25.53 48.43
text12 14.00 35.38 text27 25.53 48.43
text13 21.02 46.84 text28 24.84 56.50
text14 21.58 45.46 text29 24.84 56.60
text15 21.58 47.41 text30 24.84 56.50
Mean 24.49 42.08 Mean 25.22 45.88

Median 22.25 43.89 Median 24.84 43.01
Std Dev 8.79 7.46 Std Dev 4.60 6.21

Table 5. Results for Flesch Reading Ease

both disclosures. The results were the same — these documents were more similar to the
disputed category. We did notice that the Cosine results show an incredibly high similarity
YoY for these disclosures for TD Bank (range of 0.94 to 0.99), suggesting a “boilerplate”
approach, which is also found in the AI-generated disclosures of ChatGPT. This may be
why the Delta cannot fully distinguish TD’s disclosures as either human or GPT.

5.3. Flesch Reading Ease

The results from the Flesch Reading Ease evaluation can be found in Table 5. As discussed
in the methodology section, we are interested in texts that are below 60 as those texts are
considered difficult to read. Overall, we find that the ChatGPT texts are easier to read as
those texts have a mean of 42.08 and 45.88 for disclosures 1 and 2 respectively, whereas the
human-authored texts have a mean of 24.29 and 25.22.

This has important implications for the readability of the annual report. While Chat-
GPT’s text is currently lacking in similarity for both disclosures, the significant increase
in the readability is noteworthy. Keeping in mind that readability below 30 is considered
to be university grad/professional-level, the majority of the human-authored texts fall in
that category. ChatGPT’s text is more accessible and measured at university level/business
entry-level, and get very close to the main threshold of 60, which is the very beginning of
the “difficult to read” category.

We also compared the statistical significance of the standard deviations using the F-test.
The difference of standard deviations between the human-authored and ChatGPT-generated
texts for disclosure 1 is statistically significant with a p-value of 0.02 and an F-statistic of
3.66, at a significance level of 0.05. The difference for Disclosure 2 was not statistically
significant, with a p-value of 0.4991 and an F-statistic of 1.446.

5.4. Side-By-Side Comparison of Text

While similarity, stylometry, and readability can provide a lot of information, it is also
important to do a side-by-side comparison of the texts to see what ChatGPT emulates well
and what it does not. It is also key to see what textual components are left out or added in
by ChatGPT.
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(a) BMO’s Basis of Presentation Note Disclosure. (b) ChatGPT’s Basis of Presentation Note Disclo-
sure for BMO.

Figure 1. Comparison of Note Disclosure 1

For disclosure 1 — Basis of Presentation — the Bank of Montreal’s 2019 note disclosure
is presented alongside ChatGPT’s generated text in Figure 1, where (a) presents the note
disclosure as written by BMO and (b) provides ChatGPT’s generated note disclosure for
BMO. Boxes have been added to draw attention to missing information as well as additional
information that is not normally provided as part of the disclosure.

It is clear that ChatGPT understood the query, as it has begun the note disclosure
with “Basis of Presentation”. It did not provide all of the required information as this
note disclosure is usually several pages long and discusses the accounting policies used in
much more detail. As such, we truncated the bank’s original text to include only the
general information when analyzing the similarity, stylometry, and readability in an effort
to compare “like” text based on ChatGPT’s limitations.

ChatGPT does capture a number of relevant information points such as bank name, what
products and services the bank offers, and that the statements have been prepared under
IFRS. It does miss some important information such as the bank’s charter, the fact that it
is a public company, the bank’s head office address, that is traded on the Toronto Stock Ex-
change (TSX) and New York Stock Exchange (NYSE) , and that the consolidated financial
statements were authorized for issue by the Board (along with the date of authorization).
(See blue boxes in figure (a)).

We also noticed that ChatGPT included text that does not appear in any of the five banks’
“Basis” note disclosures — a boilerplate advisory that the disclosure is not a substitute for
reading the bank’s Annual Report in its entirety (even though the note disclosure is in
the annual report), and a “For more information” notice that includes the bank’s website.
We found this very interesting as ChatGPT has added this in. Given that the number
of Canadian Annual Reports is far less ubiquitous than American Annual Reports, we
consulted the United States’ largest bank JPMorgan Chase & Co and reviewed its “Basis of
Presentation” note disclosure [29]. This extra information was not present in JPMorgan’s
note disclosure for 2017–2021 either. This raises an interesting question as to why ChatGPT
is providing the boilerplate advisory (when the note is part of the Annual Report), and why
it is including the website, when this information is not normally provided as part of this
disclosure.
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(a) CIBC’s Subordinated Indebtedness Note Dis-
closure.

(b) ChatGPT’s Subordinated Indebtedness Note
Disclosure for CIBC.

Figure 2. Comparison of Note Disclosure 2

ChatGPT’s performance for disclosure 2 was a good attempt, but it only provided
“dummy” information, and generated the same dummy information for every bank, when
queried. Although the table was stripped out for the analysis, it was necessary to get Chat-
GPT to generate the footnotes. ChatGPT also included an advisory that the debenture
information was only a summary and that for a complete understanding, the trust inden-
tures and other related documents should be referred to . While Canadian banks do provide
supplementary documents on their trust indentures that users can consult, the note dis-
closure is required to provide all of the relevant information on the debentures. In CIBC’s
footnotes (Figure 2, (a)), the relevant high level information is provided in the footnotes and
there is no reference to debenture documents filed with regulators included in its footnotes
(or for any of the other four banks’ disclosures). Again, we also checked JPMorgan Chase
& Co’s subordinated debt disclosure, and there is no mention of referring to supplementary
debenture regulatory filings [29]. Therefore, we conclude that ChatGPT has added this
advisory on its own.

6. Conclusion, Future Work, and Limitations

This research has provided a benchmark for ChatGPT’s current abilities to write financial
statement note disclosures. This benchmark is important as it identifies where the gap is
between the generated text and the desired/needed text. It also identifies areas where, for
use in the financial world, ChatGPT needs to be further trained. Our research highlights
that note disclosures are currently challenging for ChatGPT. We also draw attention to
the fact that while ChatGPT is not able to fully provide the necessary output just yet, its
text is much more readable (and therefore accessible) than that of its human counterparts,
particularly for disclosure 1.

These results create exciting opportunities for further research. A big question that
we would like to address in future research is how LLMs (Large Language Models, like
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ChatGPT) can be used to help improve the readability of financial statement note disclo-
sures. The original intent and purpose of the stock market was to make it open to everyone
— professional and lay-person alike. As financial reporting and market regulations have
evolved, the original intent is becoming more difficult to achieve, as the communications
from company to shareholder (or potential shareholder) have become exceedingly long with
very complicated text. The potential ability of LLMs to distill the message to one that is
more universally accessible is an area of research that is worth exploring.

The high similarity results for both human and ChatGPT’s texts on a YoY basis demon-
strate that both use a “boilerplate” approach for the note disclosures. Contemporary research
is interested in the detection and removal of boilerplate in web corpora. An unintended
consequence of premature boilerplate removal, however, could render financial reports unin-
telligible, as key parts of the reports could be removed. Also, given the scarcity of financial
statement text as well as the opportunities for fraudulent or incorrect text to be gener-
ated, more work is needed on how LLMs can augment financial reporting text, and how
fraudulent/incorrect text can be detected quickly.

There are several important limitations of this research: we only evaluated the text from
Canada’s five major banks (RBC, CIBC, BNS, TD, and BMO). It may be that ChatGPT’s
performance is better in generating the disclosures of other Canadian banks. Also, we only
selected two note disclosures. Although these are required (and fairly standardized) note
disclosures, it may be that ChatGPT’s performance is better when generating other note
disclosures. Finally, ChatGPT was trained on the common crawl web corpora which consists
of 12 years of common crawl data [30]. That means that for each of the 5 banks, there are
only 12 annual reports that ChatGPT has seen. This could have a material effect on the
outcome of its generation.
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